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Sign language is a very crucial aspect in the lives of those who cannot speak or lis-
ten and to those around them. People with these disabilities have difficulty commu-
nicating with the outside world and they feel left behind. Much research is ongoing
to create a better way of communicating for these people. This work establishes
interaction between hearing or speech impaired with the world by recognizing
the 33-hand pose and gestures of Indian Sign Language (ISL). This framework can
recognize alphabets and numbers in real-time and also generate gestures in real-
time for the given alphabets and numbers. The fine-tuned Convolutional Neural
Network (CNN) model is explored for the recognition of alphabets and numbers
in real-time. A GUI is developed for an easy-to-use interface and immediate vi-
sual feedback. Data acquisition software is also developed to create a database. A
database of 74,200 images of 33 static signs is captured and used in this work. The
results are evaluated on different CNN architectures and learning rates. Accuracy,
precision, recall, and F-score are used as performance metrics. The proposed work
accomplished the most noteworthy training precision of 99.97% and a validation
accuracy of 99.59%.
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1. Introduction 

In this quickly developing world, there is a critical craving to energize the challenged section of 

society. Individuals with language incapacities impart in gesture-based communication and 

therefore have intricacy associating with able bodies. Consequently, there is a correspondence hole 

that is difficult to shut in standard society. The Indian Deaf Association appraises that around 

1,000,000 populaces have some sort of utilitarian hearing misfortune [1]. 

People have adjusted communication via gestures to convey since verifiable occasions. Hand 

signals are just about as authentic as human civilization itself. Hand signals are particularly suitable 

for expressing any word or feeling that necessitates to be communicated. Therefore, despite the 

creation of writing conventions, population around the world continuously use hand signals to 

express themselves [2]. Communications via gestures use the visual-manual methodology to pass 

on importance. Communications via gestures are communicated through manual explanations 

related to non-manual components. 

Much research has lately been carried out into the growth of systems that are capable of classifying 

signs in different sign languages. Such frameworks have discovered applications in games, 

computer generated reality conditions, robot controls, and normal language correspondence. 

Currently, the Indian communication via gestures frameworks is in the progression stage and there 

is no gesture-based communication acknowledgment framework open for perceiving signs 

progressively [2]. In this way, there is a necessity to create a total recognizer that distinguishes 

Indian Sign Language characters. 

2. Literature Review 

Gesture-based communication is the correspondence interaction for the meeting impeded in the 

public arena. Different researchers have dealt with gesture-based communications from their 

individual nations, including American, Chinese, Finnish, British, Italian, Ukrainian, and Arabic, to 

make a superior world for the hearing impaired [1]. G. Anantha et al. [3] they propose the 

recognition of Indian sign language gestures with the help of convolutional neural networks (CNN). 

Continuous sign language video in selfie mode is the recording method used in this work. Jaya 

Prakash et al. [4], who has been working on a PCA-based reduced deep CNN function is proposed 

for the acknowledgment of static hand signal pictures. The profundity highlights are separated from 

completely associated layers of pre-prepared AlexNet. The experiments are done with 36 ASL 

motion stances with LOO CV and Holdout CV test. Shadman et al. [5] Reason for perceiving a 

finger spell interpreter for American Sign Language (ASL) in light of skin segmentation and 

machine learning algorithms. They are a programmed shading data-based calculation to portion 

human skin utilizing the YCbCr shading space. Then, at that point, the Convolutional Neural 

Network (CNN) is applied to separate elements from the pictures, and the profound learning 

technique is utilized to prepare a classifier to perceive communication via gestures. Siming [6] 

worked on a hand location network based on the Faster R-CNN. The feature extraction based on 

3D-CNN and the recognition process based on the recurring neural network LSTM (long and short-

term memory). Ka Leong et al. [11] propose a fully convolution network (FCN) for online SLRs to at 

the same time take in spatial and worldly components from feebly explained video successions with 

just recorded explanations at the sentence level. A Gloss Enhancement Module (GFE) will be 

acquainted with the proposed network to empower better succession arrangement learning. 

Ashish et al. [1] systematically looked at between three promising deep learning-based 

methodologies: the pre-prepared VGG16 model, the normal language-based output network, and 

the hierarchical network for recognizing ISL signals. The hierarchical network outperforms the 

other two models with a precision of 98.52% for one-handed and 97% for two-handed gestures. 

Javed et al. [7] used a state-of-the-art large and deep neural network (NN) that consolidates 
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convolution and max-pooling (MPCNN) for directed element learning and the grouping of hand 

signals from people to versatile robots with hued gloves to focus on an ongoing hand motion-based 

HRI interface for portable robots. Versatile robots with an ARM 11 533 MHz processor accomplish 

constant signal acknowledgment execution with a classification rate of 96%. E. Kiranet al. [12] 

proposed a two-stream CNN design that utilizes two shading coded pictures, the geological 

descriptor of normal distance (JDTD) and geographical descriptor of normal point (JATD) as 

information. They gathered and fostered the informational index of 50,000 sign recordings in 

Indian communication through signing and accomplished an exactness of 92.14%. Lucas et al. [8] 

developed a new approach to feature extraction for hand posture detection using depth and 

intensity images captured by a Microsoft Kinect sensor. They applied this method to the 

classification of finger spelling in American Sign Language utilizing a Deep Belief Network, which 

our feature extraction method is custom fitted. The aftereffects of a multi-client informational 

collection with two situations: one with all known users achieves 99% memory and precision and 

one with an unknown user achieves 77% memory and 79% precision. 

In light of the above necessities, this paper expects to foster a total framework dependent on 

profound learning models to perceive 33 static Indian Sign Language signs gathered from various 

users. It is a successful method to perceive Indian communication via gestures digits and letter sets 

that are utilized in day-by-day life. The profound learning-based convolutional neural organization 

(CNN) design comprises layers of convolution followed by different layers. A webcam-based 

informational index of static characters was caught under various ecological conditions. The 

presentation of the proposed framework was surveyed utilizing different profound learning models, 

streamlining agents, accuracy, review, and F-score.  

The paper is structured as follows. Section 3 describes the data acquisition. Section 4 illustrated the 

system design and architecture. Section 5 describes the methodology. Section 6 describes 

experiments and results. Finally, the conclusion and future scope in section 7. 

3. Data Acquisition 

The colour images are retrieved from the camera using data acquisition software developed by us 

and these images are then passed on to the image pre-processing module. The dataset comprises of 

the assortment of RGB pictures for different static characters. The dataset contains 74,188 pictures 

of the static characters. There are 33 distinctive person classes that incorporate 23 English letter 

sets and 0 - 9 digits. The dataset comprises of static sign pictures of various sizes, colours and 

recorded under various ecological conditions to help the better speculation of the classifier. 

 

Fig. 1: GUI of data acquisition software 
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The first phase is data collection phase: Software was developed using python for collection of 

images for the dataset. We collected 39600 RGB images of static characters that include 23 English 

alphabets and 0 - 9 digits. The Software interface asks the user about the name of character for 

which the data will be collected using web-cam of laptop, the number of images to be taken, and 

time interval between the two successive snaps. The user can adjust the brightness and contrast of 

the image from user interface. The user is needed to frame hand gestures of that specific character 

keeping the hands inside the boundaries of a square being shown on the camera window.  Each 

captured image is immediately resized to 100x100 image before saving so as to feed directly into 

the model. This dataset was collected with different backgrounds and lighting conditions. This 

collected dataset was saved in hierarchical folder/file structure. Data augmentation is performed on 

this dataset like flipping the image. After data augmentation and removing redundant images the 

final dataset comprises of 74,188 images which now can be used for better generalization of the 

classifier.  

 

Fig. 2: Sample Data set 

4. System design and architecture- 

The proposed system through signing acknowledgment framework includes three primary stages, 

in particular data acquisition, training, and testing of the CNN classifier. The accompanying figure 

depicts the information stream graph that addresses the functioning model of the framework. The 

first stage is the data capture stage, in which the RGB information from static signs is caught with a 

camera. The gathered sign pictures are then pre-handled, i.e., Flip picture, and so forth. These 

pictures are saved in memory for some time later. In the following stage, the proposed framework is 

prepared with the CNN classifier and afterward, the prepared model is utilized for testing. The last 
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stage is the trying stage, which fine-tunes the parameters of the CNN architecture until the 

outcomes are just about as precise as wanted. 

We likewise utilized Keras Tuner to calibrate the network configuration to track down the best 

values of filters, kernels, learning rate and FC layers for our dataset. The last plan of the CNN 

architecture utilized in the proposed framework is portrayed in Table 1. 

Table 1: Proposed model specifications 

Layer (type) Output Parameters 

conv2d_9 (Conv2D) 

 

(98, 98, 256) 7168 

 

dropout_3 (Dropout) (98, 98, 256) 0 

conv2d_10 (Conv2D) (96, 96, 176) 405680 

max_pooling2d_6 (MaxPooling2) 

 

(48, 48, 176) 0 

conv2d_11 (Conv2D) (44, 44, 192) 844992 

max_pooling2d_7 (MaxPooling2) 

 

(22, 22, 192) 0 

flatten_3 (Flatten) 

 

(92928) 0 

dense_9 (Dense) 

 

(330) 30666570 

dense_10 (Dense) 

 

(250) 82750 

dense_11 (Dense) 

 

(33) 8283 

Total parameters: 32,015,443 

Trainable parameters: 32,015,443 

Non-trainable parameters: 0 

  

 

 

Fig. 3: Visualization of CNN architecture of proposed model 
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Fig. 4: General architecture of CNN model 

5. Methodology 
 

The proposed communication via gestures acknowledgment framework contains two principle 

stages, to be specific information securing, preparing, and testing of the last CNN classifier. The 

accompanying figure depicts the general framework stream chart that addresses the functioning 

model of the framework. 

In the following stage is preparing and testing the CNN classifier: The proposed model is prepared 

with the NVIDIA GeForce GTX 1650 Graphical Processing Unit (GPU), 4 GB of RAM, 16 GB of 

irregular access memory (RAM) and 1000 GB of strong state drive (SSD). Around 30 different 

models were developed with different combination of convolutional layers, pooling layers, flatten, 

dropout (for avoiding overfitting of model) and dense layers which were then tuned for getting best 

hyperparameter values using keras tuner. 

Table 2: Test results regarding parameters 

S. No. Number of 

layers 

Number of 

Filters 

Training 

accuracy (%) 

Validation 

accuracy (%) 

Validation 

Loss 

1 8 (5CL,3FC) 64 98.25 97.55 2.57 

2 7 (4CL,3FC) 32 98.55 95.39 2.99 

3 6 (3CL,3FC) 256 98.98 97.91 0.1237 

4 6 (3CL,3FC) 256 99.97 99.59 0.0297 

 

Some conclusions were drawn when different combinations of layers were used with different filter 

sizes. We saw that the exactness of the proposed model increments as we decline the quantity of 

layers of the CNN architecture. Training and validation accuracy is increased to 99.97% and 

99.59%, respectively, when the levels are reduced from 8 to 6, with an improved validation loss of 

0.0297. On the other hand, if we change the number of filters from 64 to 256 filters, the accuracy is 

increased. The RMSprop optimiser is utilized to change the parameters or weights of the model, 

which assists with limiting the loss and to foresee results as precisely as could be expected, as 

displayed in Table 3. 
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Fig. 5: System Flowchart proposed Model 

Table 3: Test results regarding data split ratio 

Data Split Ratio 

(Train: Test) 

Training 

accuracy 

Validation 

accuracy 

Validation Loss 

3:7 99.99 98.76 0.1468 

5:5 99.91 99.50 0.0463 

7:3 99.97 99.59 0.0297 

 

The 3CL, 3FC model was finally used which is then again used to derive another conclusion 

regarding the test train split ratio. We observed that the accuracy and validation loss of the 

proposed model change when we change the data split ratio; i.e., the correlation between training 

and test data. We noticed that best outcomes in terms of training accuracy, validation accuracy, and 

validation loss were attained when the data split ratio was 7:3. The proposed model also performed 

well when the proportion of training data was kept low (3: 7), although the validation loss was 

sacrificed to 0.1468, as shown in Table 4. Combining the dataset is critical to add irregularity to the 

technique of neural organization preparing, which keeps the organization from being slanted as far 

as specific boundaries. The last proposed model design utilizes RMSprop optimizer utilized to 

prepare the model for a limit of 30 epochs with the loss function as categorical cross entropy. 

6. Experimentation and Results 

The performance of the Indian Sign Language acknowledgment framework is assessed based on 

two unique analyses. First and foremost, the parameters utilized in preparing the model are 

adjusted in which the number of layers and number of filters have been changed. In the second 

experiment, the performance of the trained model is evaluated data split ratio. The normal 

accuracy, recall, F1-score, and precision of the ISL acknowledgment framework have additionally 

been processed. 

Precision is defined as; Precision = True Positive/ (True Positive + False Positives) 

The Recall is defined as; Recall = True Positive/ (True Positive + False Negative) 

The F1-score is defined as; F1-score = (2 * Precision * Recall)/ (Precision + Recall) 
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The best results in terms of training accuracy, validation accuracy and loss of validation were 

achieved with a data split ratio of 7: 3 (training data: test data) after 30 epochs. The completion loss 

and accuracy were- loss: 0.0011; accuracy: 0.9997. The validation loss and accuracy were- loss: 

0.0297; accuracy: 0.9959. 

 

Fig. 6: Model Loss of proposed system 

 

Fig. 7: Model Accuracy of proposed system 
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Fig. 8: Confusion Matrix of proposed system 

The classification performance for all static characters indicating precision, recall, and F1 score is 

shown in Table 2. 

Table 4: Classification report of proposed system 

Classes Precision Recall F1- Score Support 

0 1.00 0.99 1.00 710 

1 1.00 1.00 1.00 715 

2 0.99 0.99 0.99 750 

3 1.00 1.00 1.00 602 

4 1.00 0.95 0.97 604 

5 0.94 1.00 0.97 568 

6 0.99 1.00 1.00 586 

7 1.00 1.00 1.00 454 

8 1.00 0.99 0.99 420 

9 0.99 1.00 1.00 575 

a 1.00 1.00 1.00 740 

b 1.00 1.00 1.00 714 

c 0.99 0.99 0.99 703 

d 0.98 1.00 0.99 723 

e 0.99 1.00 1.00 702 

f 1.00 1.00 1.00 706 

g 1.00 1.00 1.00 703 

i 1.00 1.00 1.00 692 
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k 1.00 0.99 1.00 707 

l 1.00 1.00 1.00 718 

m 1.00 1.00 1.00 742 

n 0.99 1.00 1.00 717 

o 1.00 1.00 1.00 704 

p 1.00 1.00 1.00 722 

q 1.00 1.00 1.00 711 

r 1.00 1.00 1.00 705 

s 1.00 0.99 1.00 705 

t 1.00 1.00 1.00 743 

u 1.00 1.00 1.00 680 

w 1.00 1.00 1.00 734 

x 1.00 0.99 1.00 747 

y 1.00 1.00 1.00 529 

z 1.00 1.00 1.00 726 

     Accuracy 

  

1.00 22257 

macro avg 1.00 1.00 1.00 22257 

weighted avg 1.00 1.00 1.00 22257 

6.1 Comparison with Existing Systems 

The comparative examination of the proposed Indian communication through signing 

acknowledgment framework with different classifiers utilizing our own dataset is displayed in Table 

4. Our strategy, we proposed a framework for Indian gesture-based communication 

acknowledgment that utilizes a profound learning-based CNN technique. The proposed system for 

recognizing Indian sign language was observed to outperform all other existing ISL systems with 

training and validation accuracy of 99.97% and 99.59%, respectively. It has likewise been presumed 

that the CNN collapsing structure is utilized in huge informational indexes utilizing the 

backpropagation calculation which shows how a machine may change its parameters used to 

deliver the portrayal in each layer from the portrayal in the past layer to rate.The aftereffects of the 

proposed CNN-based communication through signing acknowledgment framework are best while 

exploring different avenues regarding various quantities of layers in the CNN architecture. The 

thorough examinations were additionally done to track down the optimal parameter’s esteems 

(number of layers, kernel size) for executing the algorithm. 

Table 5: Comparison with existing models 

Author Technique used Recognition 

rate (%) 

Ashish et al. [1] Hierarchical network  97.76 

G. Anantha et al. [3] Artificial neural network 98 

Javed et al. [7] MPCNN Supervised feature learning 96 

E. Kiran et al. [12] Two stream CNN architecture 92.14 
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Our Model CNN 99.59 

7. Conclusion and Future Scope 

This research presents a viable strategy for perceiving ISL digits and letter sets. The proposed CNN 

architecture is planned with convolution layers followed by dropout layers and max pooling layers. 

Using software developed in-house, a data set of 74,188 images of 33 static signs was created under 

various ambience. The proposed model design was tried on roughly 30 CNN models utilizing the 

RMSProp optimiser. The framework brings about the most noteworthy training and validation 

accuracy of 99.97% and 99.59%, respectively, in terms of parameter changes such as the number of 

layers and data sharing ratios. The outcome of the proposed framework was likewise assessed based 

on accuracy, recall, and F-score. It was tracked down that the framework beat other existing 

frameworks even with a lower number of data and epochs. 

For future work, more data sets desire to be collected in order to refine the detection method. In 

addition, the trained CNN model is being experimented with to perceive characters progressively in 

real timeLikewise, the framework will be extended to perceive dynamic characters that require the 

assortment and development of a video-based dataset, and the framework will be tried utilizing the 

CNN design by separating the recordings into video frame. The frames of the training set are given 

to the CNN model for the training process. At last, the prepared model is utilized as a future 

reference to make expectations of the training and test data. The work will likewise be extended to 

foster a mobile-based application for perceiving different characters in real-time. 
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