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Rice plant diseases are among the most critical problems that are being faced by
farmers. The diseases affect the quality and quantity of the crop, which impacts
the economy of countries like India, where agriculture is the primary occupation.
Therefore, early and accurate identification of plant disease is crucial to get the
maximum yield from the crop. Traditionally, identifying plant diseases by observ-
ing or testing them in the laboratory is time-consuming. Many researchers have
worked on image-based machine learning (ML) approaches for the detection and
classification of plant diseases. This paper presented an ML-based Support Vector
Machine (SVM) kernel technique for detecting diseases in rice plants. Classifica-
tion is done using SVM with different hyperparameters (SVM kernels and regular-
ization parameters) for the early and critical assessment of rice plants. This paper
concludes that the SVMmodel trained with the optimized parameters obtained the
highest accuracy of 0.996, which is better than the previous techniques and reveals
the novelty of the work.

Keywords: Rice Plant Diseases, Classification, Machine Learning, SVM Hyperpa-
rameters.

2023. In Vikram Dhiman & Pooja Dhand (eds.), Emerging Trends in Engineer-
ing and Management, 13–25. Computing & Intelligent Systems, SCRS, India.
https://doi.org/10.56155/978-81-955020-3-5-03



1 Introduction 

Rice plant disease detection and classification in the early stage is one the most important steps in 
the cultivation of rice crop. Rice plant infection leads to crop failure, and that directly affects the 
economy, and 60% of the Indian economy depends on the agriculture sector [19]. Therefore, 
precision in rice disease identification is essential in order to prevent crop damage. Plant diseases 
have traditionally been identified either visually or through pathogen identification in the 
laboratory. The visual observations of the lesion are a biased subject and have a high chance of 
unsuccessful or wrong diagnosis. On the contrary, if the identification of pathogens is made in the 
lab, it becomes a tedious process as the pathogen culturing is a time-consuming process that may 
fail to deliver the results in a timely manner [33]. Both these processes strictly need expert 
supervision. Due to these constraints, scientists have decided to look at methods for accurately and 
automatically diagnosing plant diseases [28]. It supports farmer in making informed decisions 
about which pesticides to use. 

 
There are several diseases associated with rice plant such as Rice Blast (RB), Bacterial Leaf Blight 
(BLB), Leaf Smut (LS), Leaf Scald, Sheath Rot, Sheath Blight (SB), Leaf Blast (LB), Brown Spot 
(BS) etc., that affect the production quality [29]. To address the issues, this paper focuses on the 
images of four common diseases of rice plant such as BLB, LB, LS, and BS. Numerous methods 
such as AlexNet model [28], Inception network [19], etc., are presented in previous studies to 
detect objects and related features.  
 
In recent studies, rice diseases detection and classification have become a major area to be 
researched [1-2][7][9][29]. In [1], 3 classes of rice plant diseases (BLB, BS, and LS) are classified. 8 
different classes are considered in [7] and [9]. Nowadays, the most significant and in-demand 
approach is based on ML algorithms [1-2]. There are various ML techniques being utilized for this 
purpose including K-nearest neighbor (K-NN) [2], SVM classifier [1], etc. Many studies involve 
deep learning methods due to their significant performance, especially in classifying images. Deep 
learning methods reduce the complex process of feature extraction in a way that it employs a neural 
network—a computer system supposed to function similarly to the human brain—containing 
multiple layers, each of which can extract one or more distinct features from the image [34]. 
Processing is frequently distributed in order to perform analysis in a timely manner. These 
techniques have proved to provide high performance in many kinds of problems such as image 
segmentation [3], image recognition [4], and speech recognition [5].  
 
Deep CNN is used more often out of various other deep learning techniques, especially for image 
classification [6-7]. CNN architecture gives a connection between spatial details and the image's 
layers, which makes it a convenient method for image classification [8]. Various studies have been 
done on the implementation of CNN for multiple tasks. In [7], 95.48% of classification accuracy has 
been reported to classify ten categories of rice plant diseases. Another study [9] used the deep CNN 
technique to de-noise images and further SVM classifier to classify rice diseases and classification 
accuracy of 87.50% has been reported. Researchers have used different techniques to classify 
different classes of rice plant diseases and achieved classification accuracies for each of the models. 
 
In [28], rice field images are captured for disease symptoms in leaves and stems. 619 images of rice 
plant diseases are used in four categories (RB, BLB, SB, and Healthy Leaves). As a feature 
extractor, a pre-trained deep CNN, and as a classifier, SVM are used. The accuracy achieved by [28] 
is 0.913. In [1], centroid feeding-based K-means clustering is used to facilitate accurate feature 
extraction, for disease segmentation from a leaf image. After applying SVM on the dataset to 
classify three classes of rice diseases (BLB, LS, BS), an accuracy of 0.733 over test dataset has been 
achieved. [9] focuses on paddy crop diseases (blast, BS, BLB, SB, false smut, root knot nematode, 
and white tip nematode), in which, 50 denoised images are trained with the deep CNN and SVM 
classifiers, and their features are used for pattern matching; remained 200 images are used for 
testing. Model is compared to previous other approaches that combined k-means and fuzzy logic 
classifiers and KNN and SVM classifiers. It was discovered that the model achieved an improved 
accuracy of 0.875. 
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In [7], 10 different classes of rice plant diseases are considered. CNNs using a dataset of 500 images 
captured from a rice field are trained to identify 10 common rice diseases. The model achieved an 
accuracy of 0.954 using strategy of 10-fold cross-validation.  
 
In [36], a system is developed to classify three classes of rice plant diseases including BS and LB. 
Bayes' and SVM Classifiers used the radial allocation of the shade from the center spot as features 
for classification to the boundary. The system is evaluated with 1000 images (test spot) of rice 
leaves diseases, yielding accuracies of 0.795 and 0.681 for Bayes' and SVM Classifier-based 
systems, respectively. 
 
Although there exist other classifiers such as decision tree, Naïve Bayes, etc., SVM provides a good 
solution to classify problems that have achieved great attention and proven to provide results while 
working with data with high dimensionality attributes [10]. The performance of SVM relies majorly 
on kernel selection and its parameters which has a direct effect on the ML performance [11]. Since 
there are various parameters [12, 13], regularization parameter (i.e., C) is the most crucial 
parameter that has a significant impact on classification performance [14]. C is used to find a 
balance between minimizing errors and increasing classification margin [15]. Support vectors 
count, testing errors, training errors, and even the value of C can be changed to control SVM 
margin [16]. The manual optimization process will be time-consuming. In order to obtain optimal 
results, parameters are tuned using different techniques of parameter optimization such as Grid 
Search [17], and Genetic algorithm [17]. In this paper, feature extraction has been done using 
Inception v3 architecture [18] which is deep Convolutional neural network (CNN) model [19]. This 
technique helps the model to demonstrate the difference between all of the characteristics of 
images for further understanding and interpretation [20]. Also, a Grid search with cross-validation 
has been used to adjust the parameters of SVM. This research proposed a classification system in 
which the model classifies the disease from the image of rice plants.   
 
The objective of this paper is to address the data classification problem using an SVM classifier to 
achieve high accuracy. For this purpose, the SVM classifier is used with the optimized 
hyperparameters. The considered hyperparameters include kernels such as linear, polynomial, 
Radial Basis Function (RBF), sigmoid, and the regularization parameter (C). Degree for polynomial 
kernel function is also considered. The proposed model satisfies all the conditions of the global 
requirement to provide the most accurate system to predict different kinds of rice plant diseases. 
 
The contribution of this paper includes the use of recently popular and successful methodologies 
such as Inception v3, Grid Search, and SVM kernels to provide the optimal solution for agriculture 
problems. The experimental assessment shows that the linear and the polynomial kernel function 
are identified as the absolute methods. 
 
The remainder of this paper is divided into the following sections. Methods are discussed in Section 
2. Results are described in Section 3. Section 4 includes the discussion and future directions to 
expand this research.  

2 Methods 

This work is implemented using Python 3.9.7 with libraries Pandas 1.3.4, Numpy 1.20.3, Sklearn 
(SciKit-Learn) 1.0.2, and Seaborn 0.11.2. The first step includes the data collection process, and rest 
of the steps include classification phase with result analysis. 

 

2.1 Dataset 
 
This study employs a rice plant classification dataset provided by UCI and available with Kaggle 
[21-22]. There are around 899 images of rice plant leaves in these collections. Images of diseased 
rice plant leaves are included. There are 40 images of BLB (Figure 1), 40 images of LS (Figure 2), 
40 images of BS (Figure 3), and 779 images of LB (Figure 4) in this dataset (Table 1). 
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Table 1. Distribution detail of samples from datasets 
 

 
 
 
 
 
 
 

 
 

 
 

 

2.2 Inception v3 based Feature Extraction  
 
The Inception v3 architecture [18] is employed in this paper for feature extraction. Google 
developed Inception in collaboration with various other researchers. Convolutions, max pooling, 
concats, dropouts, fully connected layers, and average pooling are the building components of 
Inception v3 and hence, make it a 48 layers deep network [35]. Each image is thoroughly processed 
at different layers of the architecture [32]. Feature extraction aids the model in distinguishing 
between all of the features of images and comprehending them for subsequent interpretation. For 
each image, Inception v3 is used to compute a feature vector. It releases an improved data table 
with more columns called as image descriptors. Inception v3 here takes four categories of images as 
input and as output, is providing numeric data in the form of feature vector. These feature vectors 
are recorded as a csv file and then passed to SVM, which classifies our data of four 
different categories of diseases based on pre-trained knowledge. A total of 2054 features are 
extracted from each of the images. They are category names, image name, size of the image 
resolutions that is width and height of the image.  
 
After the numeric data is collected, the next step involves data pre-processing. For the purpose of 
preparing and transforming the collected data into a suitable form, the data pre-processing 
technique is used. It plays an important role while building an ML model. This process involves 
three stages: a) removing irrelevant data values, b) dividing data into attributes and labels, and c) 
splitting the data into training and testing sets. Model selection package of SK-learn python library  
 
 

Dataset Number of samples taken Diseases 

Dataset 1 120 BLB (40 images) 
BS (40 images) 
LS (40 images) 

Dataset 2 799 LB (799 images) 

 

Fig. 1: BLB 

 

Fig. 2. LS 

 

 

 
 

                       Fig. 3: BS 

 

 

  

 

                        Fig. 4: LB 
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has been used for splitting purpose. Training-testing partition of (70-30) % has been taken for 
analysis. The training and testing datasets are prepared by random selection (Table 2). 
 

2.3 Support Vector Machine classifier  
 
The classifier SVM is a frequently used ML algorithm for classification and prediction. SVM is a 
data separation method that moves data from one-dimensionality to a high-dimensionality 
environment using a hyperplane. If the data points in the input area are not linearly differentiable, 
the SVM translates the data to the high-dimensional space using nonlinear transformation. SVM is 
a kind of supervised learning strategy used for data categorization and regression problems. Every 
sample in a set of training data with two distinct classes is identified and labeled as belonging to 
one of the classes. The sample data is mapped into hyperspace by SVM, which clearly divides the 
data into two categories. 
Support vectors are a subgroup of the training set that helps to determine the decision boundary. 
The optimum separation of the hyperplane is obtained using support vectors, which may separate 
the points without errors while simultaneously increasing the distance between the closest point 
and the hyperplane. 
 
Kernel functions are also used in the SVM to generate nonlinear classifiers that are effective [27]. 
Four SVM kernel functions that are used to obtain the best model includes which are given in 
equations below: 
 

• Linear: 
𝑄(𝑟1, 𝑟2) = 𝑟1 ∙ 𝑟2                                                                                   ( 1 ) 

• Polynomial: 
𝑄(𝑟1, 𝑟2) = (𝑟1 ∙ 𝑟2 + 1)𝐷                                                                       ( 2 ) 

• RBF: 

 𝑄(𝑟𝑖 , 𝑟𝑗) = 𝑒𝑥𝑝 (−𝛾‖𝑟𝑖 − 𝑟𝑗‖
2

)                                                             ( 3 ) 

• Sigmoid: 
𝑄(𝑟, 𝑠) = 𝑡𝑎𝑛ℎ(𝛼𝑟𝑇𝑠 + 𝑢)                                                                  ( 4 ) 

 
where 𝛼, 𝛾, 𝐷, 𝑢  are kernel parameters and 𝑟1, 𝑟2, 𝑟, 𝑠, 𝑟𝑖 , 𝑟𝑗  are vectors.  

Another hyperparameter which is taken in this paper is regularization parameter (C). In typical 
SVM, C is used as the penalty parameter of the error term to limit the tolerance of systematic 
outliers. A higher C value allows for fewer outliers in the opponent classification. 
 

2.4 Hyperparameter tuning using Grid Search 
 

The performance of any model is greatly influenced by hyperparameter values. To find the most 
suitable values for a model, Grid Search is used. It is a function that performs hyperparameter 
tuning and gives optimal values for a particular model. Grid Search comes in handy as it automates 
the hyperparameter tuning process and reduces the time complexity as trying out all possible 
values for hyperparameters manually to know the best ones would rather take a large amount of 
time as well as resources. 
 
GridSearchCV function is in model selection package of SK-learn (or Scikit-learn) library. This 
function loops through predefined hyperparameters to provide help to the model (estimator) to get 
fit to the training set, and finally, the best hyperparameters are selected out of listed ones. 
 
As stated above, a list of predetermined hyperparameter values is used, which is passed to the 
GridSearchCV function. This is accomplished by establishing a dictionary and populating it with all 
possible hyperparameter values. The hyperparameters of the SVM model are considered in this 
paper includes C, kernels and degree (polynomial kernel function). 
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Grid Search evaluates the model using the Cross-Validation method for each possible combination 
of the dictionary values. As an outcome of utilizing this function, the accuracy for each combination 
of hyperparameters can be retrieved, and the optimal one can be chosen. 
 
To come up with the finest possible combination parameter using the grid search method, it is 
believed that the parameter range is to be taken as wider as possible. Therefore, the experiment was 
carried out for four kernels named linear, RBF, polynomial, and sigmoid, where the range of C is 
taken from 0.001 to 10,000. The experiment includes range of degree from 1 to 5 for polynomial 
kernel while for gamma default value is considered. The strategy of 5-fold cross-validation has been 
conducted.  The SVM algorithm uses the kernel trick to transform the data points and construct a 
suitable decision boundary. Kernels make it easier to deal with data of high dimensions in a very 
efficient manner. 
 
Grid Search will provide the best estimator (model) out of all provided hyperparameters. Based on 
the best values of GridSearchCV, the accuracy of each SVM kernel function has been evaluated. 
Support Vector Classifier (SVC) is imported from the sklearn python library. The classification 
process is divided into two steps for each of the kernel functions and the C value set: (1) fit the 
classifier to the training set and (2) make predictions on the test set. To analyse the effect of 
different SVM kernels, the training-testing set is sent to each of the kernel functions along with the 
optimal value of C. Further, the accuracy for each model with C value (including degree value for 
polynomial kernel) is calculated (Figure 5). 

 

 
 

Fig. 5:  Architecture explaining the working of the classification model 
 
 

2.5   Performance Evaluation Metrics 
 
Five evaluation metrics that are used in this paper are as follows: 
 

• Accuracy (𝐴1)- It is used for the representation of the correctly classified data instances out 
of the number of data instances in total. 
 

𝐴1 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

( 5 ) 

• Precision (𝑃1)- It states the percentage of all positive predictions that are genuinely 
positive out of all positive predictions. 

𝑃1 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
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( 6 ) 

• Recall (𝑅1)- It represents the percentage of predicted positives out of total positives. 

𝑅1 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

( 7 ) 

• F1-score (𝐹1)- It is signifying the harmonic mean of both recall and precision.  

𝐹1 =
2

1
𝑃1

+
1

𝑅1

=
2 ∗ (𝑃1 ∗ 𝑅1)

(𝑃1 + 𝑅1)
 

( 8 ) 

• Confusion Matrix – It is mainly a table that represents the classifier's performance. (Fig. 6).      

 
           Fig. 6: Confusion Matrix. 

3 Results 

In this research, the SVM is used for classification, which is applied to train the model to detect the 
presence of different sorts of diseases in the images after extracting features from inception v3. The 
dataset includes training and testing sets prepared by the random selection (Table 2) 

Table 2. Data Distribution 

 

Total number of 
feature vectors 
extracted from 
each image 

Number of 
feature vectors 
after pre-
processing 

Total Number 
of samples 

Training set 
(Class, 
instances) 

Testing set (Class, 
instances) 

2054 2048 899 (629, 2048) (270,2048) 

 
 

 
3.1 SVM classification using default hyperparameters 
 
In the first scenario, the implementation of SVM with default hyperparameters is done. Default 
hyperparameters mean where the kernel function by default is RBF, the value of C is 1.0 and default 
value for degree for polynomial kernel function is 3. As mentioned, the dataset is divided into 
training and testing data with (70-30) % split, and then using accuracy, precision, recall, and F1-
score, model performance is evaluated. The obtained experimental results include testing accuracy 
of 0.988, precision is 0.985, recall as 0.988 and F1-score as 0.988 (Table 3).  
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Table 3. Results using default hyperparameters for (70-30) % 

 

Performance metrics Result 

Accuracy 0.988 

Precision 0.985 

Recall 0.988 

F1-score 0.988 
 

3.2   SVM and Grid Search classification Results 
 
In the second scenario, the combination of Grid Search with SVM kernel functions is applied. Here, 
Grid Search is implemented on the training set to obtain the optimal parameter C out of the passed 
list of values. The optimized value for C is 10 when applied to the training-testing set. This means 
that if the value of C is decreased or increased from 10 to any other value from the provided list of 
possible values, it will not be an optimized result.  The optimized value of degree for polynomial 
kernel is obtained as 1. These values are further used to create a model which is to be implemented 
in the testing phase. The results obtained show that linear and polynomial kernels performed better 
as compared to other kernels. The investigated results show that linear and polynomial kernels 
obtained 0.996 testing accuracy, which achieves the highest values among others. Precision, recall 
and F1- score for both kernels are measured as 0.997, 0.996 and 0.996 respectively. Other kernel 
functions' performance is depicted in (Table 4). 
 

SVM kernel Function  
at C=10 

Accuracy  Precision Recall F1-
score 

Linear kernel 0.996 0.997 0.996 0.996 

RBF kernel 0.992 0.993 0.993 0.992 

Polynomial kernel 0.996 0.997 0.996 0.996 

Sigmoid kernel 0.977 0.979 0.978 0.978 

 Table 4. Accuracy metric value at (70-30) % 

 
The difference between the results obtained by the model with default hyperparameters and the 
models with optimized hyperparameters depicts that the optimized model executes better than the 
other one. (Table 5).  

Table 5. Comparison of both the models 

 

SVM with default 
hyperparameters 

SVM with optimized 
hyperparameters 

Improveme
nt 

0.988 0.996 0.008 

0.985 0.997 0.012 

0.988 0.996 0.008 

0.988 0.996 0.008 

 

 

Confusion matrices for all set of models achieved are shown in (Fig 7-11) and these confusion 
matrices are based on testing data. The whole test set contains different proportion of instances 
(Table 6). 
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Table 6. Instance Distribution for test set 

 

Disease Distribution 
among test 
set 

BLB 14 

BS 14 

LS 7 

LB 235 

Total instances 270 

 
Fig. 7 shows that for the SVM model with default hyperparameters, LB and BS diseases have not 
been misclassified with any other disease. On the other hand, BLB and LS are misclassified by 1 and 
2 values of other diseases respectively. 
 

 
Fig 7: SVM model with default hyperparameters 

 
 
Similarly, for the models with linear kernel (Fig. 8) and polynomial kernel (Fig. 10), BLB, BS and 
LB are classified accurately whereas one instance of LS is misclassified as BS. For RBF -based 
model, three diseases named BLB, BS and LB are not misclassified with others but one of the 
instances of LS is misclassified as BS and one is misclassified as LB (Fig. 9). The confusion matrix 
shows that the model with sigmoid kernel, only BLB is the disease which is classified correctly while 
one instance of BS is misclassified with BLB and two more instances are misclassified as LS. Also, 
LS is misclassified as BS for once and two of the instances of LB are misclassified-one as BLB and 
other as BS (Fig. 11). 
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Fig. 8: SVM model with linear kernel. 

 

 
Fig. 9: SVM model with RBF kernel. 

 
Fig. 10: SVM model with polynomial kernel. 

 

 
Fig. 11: SVM model with sigmoid kernel. 

 
 
After comparing results in both cases, it is found that a combination of SVM with Grid Search can 
be helpful in providing an improved and accurate model. The findings show that all SVM models 
with optimized hyperparameters performed better than the SVM model with default 
hyperparameters.(Fig.12) 
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Fig. 12: Comparison graph between classification done by default hyperparameters and 

kernels with optimized parameters. 

Table 7. Comparison between different models and average improvement. 

 

Model Accuracy Obtained Difference 
between proposed 
model 

[28] 0.913 0.083 

[30] 0.994 0.002 

[1] 0.733 0.263 

[9] 0.875 0.121 

[7] 0.971 0.025 

[36] 0.795 0.201 

Average Improvement from other models                              11.58% 

 
The paper concludes that the fusion of Inception v3, Grid Search, and SVM classifier with 
hyperparameters has obtained an average improvement of 11.86%, which is a significant 
enhancement and, therefore, reveals the novelty of the work (Table 7). 

4   Discussion 

Rice disease requires the use of proper techniques in order to produce a higher-quality crop. ML 
and deep learning can help a lot of researchers in this direction. In this paper, an overview of SVM 
with default hyperparameters and its different kernel methods with optimized parameters have 
been implemented and compared. The findings show that the SVM classifier works effectively using 
the default hyperparameters, but the combination of SVM kernels and tuned parameters improves 
model performance. Optimizing SVM parameters with the help of Grid Search is a powerful  
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function to obtain significant accuracy. The experimental results show that the linear kernel and 
polynomial kernel function (with optimized value of degree), along with the optimized value of C-
parameter of the SVM classifier, perform better than the models such as SVM with default 
hyperparameters, RBF, and sigmoid kernel functions. In the future, the number of images and 
categories of rice plant diseases can be further increased. Also, more research is needed to explore 
the model's utility in real-world situations.  
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