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Decision trees (DTs) are a significant category of logical tools in machine learning (ML),
used to classify both text and numerical data. Over the years, two primary criteria for split-
ting DTs have been prevalent: information gain, which hinges on Shannon’s entropy, and
the Gini index. Both these criteria rely on the empirical probabilities of classes within the
attribute space of the dataset. In this study, a novel split criteria is introduced, rooted in the
principles of statistical mechanics. This measure draws inspiration from the second law of
Thermodynamics, which stipulates that in a closed system with unchanging external con-
ditions and entropy, the internal energy of the system will decrease and reach a minimum
at equilibrium. This novel split criterion was tested on four datasets, each containing at
least 100 instances. The results demonstrated a comprehensive enhancement in accuracy,
precision, recall, and F1-score.
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1 Introduction

The study of machine learning (ML) [1] entails understanding of algorithms designed
in the context of improving learning of machines with experience. ML algorithms are
further categorized into two distinct groups of learning: supervised and unsupervised.
The supervised learning are designed on the premise that machines trained on labeled
instances would be able to predict labels of unknown ones. Generally a part of the dataset
is used for training and other part for testing theMLmodel. The performance parameters
of testing is used for evaluating the particular ML model. This supervised approach is
also known as classification if the output is labels and regression if the output is numeric.
Whereas, unsupervised learning algorithms are designed around the concept of learning
complex pattern within unknown instances. In classification, the input is a group of in-
stances, also called as instance space X and their labels, also known as output space,
Y. The input space is defined by the number of instances in it X = {𝑥1, 𝑥2, ⋯ , 𝑥𝑛} and
it’s output space is defined by the number of labels Y = {𝑦1, 𝑦2, ⋯ , 𝑦𝑚}, where 𝑚 ≤ 𝑛.
The relationship from input-to-output space is many-to-one, where, more than one in-
stances can belong to a single label. Each 𝑖𝑡ℎ instance 𝑥𝑖 is further defined by a feature set
𝑥𝑖 = {𝑓𝑖1, 𝑓𝑖2, ⋯ , 𝑓𝑖𝑗}. The classification, therefore, entails finding the best approximation
(𝐹 ′(X)) of the true labeling function which maps X to Y. The approximation function is
given by 𝐹 ′(X) ∶ X → Y where, 𝐹(X) is the true labeling function. Therefore, classifi-
cation involves finding the best approximate function which will resemble the true one.
In this paper, the main focus is on Decision Tree (DT) [2] which is one of the impor-
tant supervised learning algorithms for classification. In order to deduce the class/ label
of a particular instance, a path is followed from the root to the leaf of a DT. The leaf
represents the class, whereas each internal node including the root represents a distinct
feature. Each edge of the DT represents an action on the node or feature. Therefore,given
an unknown instance, a test is carried out on its features from the root until it reaches a
particular leaf representing its label as shown in Figure 1. Each node in a decision tree is
selected from features based on the concept of homogeneity. The feature which achieves
the highest homogeneity for the instances is selected as the best suited for splitting. The
training dataset is therefore divided based on best feature selected through the splitting
measure. The best feature becomes root node. This process is applied recursively on the
divided sets until absolute homogeneity is achieved. The splitting measure computes
whether the division makes the instances in the dataset homogeneous to be assigned
a label. The most well known splitting measures are Information Gain [3] and Gini In-
dex [4]. All these measures are probabilistic and are derived from finding ratio of number
of distinct particles to all the particles in the universe of discourse. In this work, a new
splitting criteria is proposed which is based on statistical mechanics. In ML, a huge num-
ber of instances are dealt within a data corpus [5] [6]. Similarly, statistical mechanics
deals with the behavior of large number of particles in confined area [7] [8]. In statis-
tical mechanics, it is stated that, for a confined area, under constant temperature and

66



Advancements in Communication and Systems

Figure 1: Decision tree conceptual diagram.

pressure, the internal energy of a system will approach a minimum value. In ML-DT, we
can apply the same principle of maximum energy decay for best feature selection. The
energy for a feature in here is directly proportional to the total number of classes under
consideration, and inversely proportional to instances belonging to these classes. If fea-
ture values are unique, then individual energy is computed for each and then summed
to find the total energy. The results clearly show that the current split measure performs
better than contemporary splitting criteria.

The paper is further divided as follows: related works are discussed in section 2. The
analogy between instances and particles is discussed in section 3 and the energy-based
splitting criteria is discussed in section 4, results in section 5, discussion in section 6 and
finally conclusion in the last section 7.

2 Related Works

Two of the most popular split functions: Information Gain (IG) and Gini Index (GI) are
discussed here.

2.1 Information Gain

Shannon’s entropy is the best example of application of statistical mechanics principle
in information technology, networking and AI. The entropy refers here to amount of
information contained in a message. Mathematically, it computes the number of bits
required to represent the information by summing the proportions of bits required to
represent the message. It is given by:

𝐻(𝑥) = −∑𝑝𝑖 log2 𝑝𝑖 (6.1)
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where, 𝑝𝑖 represents the probability of occurrence of an unique event. When applied as
a split function to choose the best features for the decision tree, it computes the informa-
tion gain. It does so, by computing the entropy of the class variable. Thereafter, for each
feature, it computes the entropy of unique feature elements. The weighted average en-
tropy of all unique feature elements are computed, which becomes the feature entropy.
The IG for the feature is computed by subtracting the feature entropy from the class
entropy. It is given by:

𝐼𝐺(𝐷, 𝑓 ) = 𝐻(𝐷) − 𝐻(𝐷, 𝑓 ) (6.2)

where, 𝐷 is the dataset and 𝑓 is the given feature. The IG is computed for all the features.
The feature with the highest IG becomes the split feature.for the given dataset. The high-
est IG represents the greatest reduction in entropy for a given feature. The highest IG
feature also states that it has the highest homogeneity among all others.

2.2 Gini Index

The Gini Index or GI is the estimation of the impurity when the features of instances
belong to a single class. Mathematically, GI is computed as:

𝐺𝐼 = 1 −∑𝑝2𝑖 (6.3)

which is subtracting the summation of squared probabilities of the classes from one. It
varies between zero and one. The zero represents purity of classes while one represents
random distribution of instances in classes.

In the next section we will look into the analogy of features in a dataset and molecules
in a closed system.

3 Instances and Particles: An Analogy

Machine learning like statistical mechanics deals with probabilities of distributions of
particles in the given universe of discourse. Therefore, principles of statistical mechanics
can be applied in the case of distributions of instances within the discourse. In this work,
we formulate a new splitting criteria based on second law of thermodynamics which
states that under constant external parameters, the internal energy of a closed system
will decrease and approach a minimum value at equilibrium [7]. We apply the same
criteria to the features in the decision tree model, to select the best feature for splitting
based on highest energy decay. We will use the given terminologies interchangeably
throughout the whole text.

1. Particles in closed system are equivalent to instances in dataset
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2. Energy levels in closed system are same as energy of attributes/features in dataset

3. Degenerate states in closed system and classes or labels in dataset are equivalent

Supposedly, there are 𝑀 particles in a closed system. Each of these 𝑀 particles or in-
stances belong to one of the 𝑛 energy levels. Therefore, the total such arrangements are

𝑀!
𝑀1!,𝑀2!,⋯,𝑀𝑛!

. Within each energy levels there can be multiple degenerate states 𝑄 hav-

ing same energy level. In here degenerency corresponds to different measurable states
of a quantum system 1. Therefore, the total number of arrangements become One such
energy level "𝑖" is shown in Figure 2. When equated with a given data corpus, the ar-
rangement of instances in several classes for a feature 𝑖 is shown in Figure 3.

Figure 2: Distribution of particles in several degenerate states within
the 𝑖𝑡ℎ energy level.

When, repeated for all energy levels, the total possible combinations is given by:

𝛿 = 𝑀!
∏𝑛

𝑖=1𝑀𝑖!
.

𝑛
∏
𝑖=1

𝑄𝑀𝑖𝑖 (6.4)

where, 𝛿 denotes the function representing the possibilities and 𝑀𝑖 denotes number of
particles in the 𝑖𝑡ℎ energy level.

The feature energy level must be deduced when it reaches equilibrium to find the best
splitting feature. The equilibrium state is equivalent to the most probable situation given

1tinyurl.com/7qt9dcu
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Figure 3: Distribution of instances in several classes for the 𝑖𝑡ℎ feature.

by Equation 6.4. There are two laws that must be applied. The first law states that the
total number of particles must be conserved which is given by:

𝜎 = ∑𝑀𝑖 = 𝑀(𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡) (6.5)

The second law states that the total energy of the system must be conserved. This is
given by:

𝜃 = ∑𝐸𝑖.𝑀𝑖 = 𝑈 (𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡) (6.6)

where, 𝐸𝑖 represents 𝑖𝑡ℎ energy level/feature. Next logarithm principle is applied to Equa-
tion 6.4, which is given by:

log(𝛿) = log𝑀! −
𝑛
∑𝑀𝑖! + log

𝑛
∑
𝑖=1

𝑄𝑖.𝑀𝑖 (6.7)
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Next Stirling’s Approximation2 is applied, output of which is given by:

log(𝛿) = 𝑀 log𝑀 −𝑀 −
𝑛
∑
𝑖=1

𝑀𝑖𝑙𝑜𝑔𝑀𝑖

+
𝑛
∑
𝑖=1

𝑀𝑖 + log
𝑛
∑
𝑖=1

𝑄𝑖.𝑀𝑖

(6.8)

At this juntion, Lagrange’s multiplier is applied to the Equation 6.8 using laws shown
in Equations 6.5 and 6.6. The new parameters 𝛼 and 𝛽 are introduced for implementing
Lagrange’s multiplier which is given by:

log(𝛿) + 𝛼𝜎 − 𝛽𝜃 = 0 (6.9)

Differentiating Equation 6.9 with respect to 𝑀𝑗 , :

𝑑{log(𝛿) + 𝛼𝜎 − 𝛽𝜃 = 0}
𝑑𝑀𝑗

= 0 (6.10)

After expansion of Equation 6.10 we get :
𝑑{log(𝑀 log𝑀−𝑀−∑𝑛

𝑖=1𝑀𝑖 log𝑀𝑖+∑𝑛
𝑖=1𝑀𝑖+log∑𝑛

𝑖=1 𝑄𝑖.𝑀𝑖)+𝛼(∑𝑀𝑖)−𝛽(∑𝐸𝑖.𝑀𝑖)}/𝑑𝑀𝑗 =
0
Since the total number of particles𝑀 is constant and the only terms which are non-zero
when 𝑖 = 𝑗 are:

log𝑄𝑗 − log𝑀𝑗 + 𝛼 − 𝛽𝐸𝑗 = 0 (6.11)

The value of 𝛼 − 𝛽𝐸𝑗 is derived from Equation 6.11 :

𝛼 − 𝛽𝐸𝑗 = log
𝑀𝑗
𝑄𝑗

(6.12)

Therefore, the energy of a given feature 𝑗 is given by:

𝐸𝑗 =
𝛼 − log

𝑀𝑗
𝑄𝑗

𝛽 (6.13)

or

𝐸𝑗 =
𝛼 + log

𝑄𝑗
𝑀𝑗

𝛽 (6.14)

2𝑙𝑜𝑔𝑥! = 𝑥𝑙𝑜𝑔𝑥 − 𝑥
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Now, the proposed splitting criteria is discussed formally in the next section.

4 Proposed Energy-based Splitting Criteria

It is learned from Equation 6.14 that the energy level is directly proportional to de-
generency of the particular level and inversely proportional to the number of particles
in that level. This relationship forms the basis of the proposed splitting criteria where,
features are represented as different energy levels, instances as particles and classes as
degenerency states. The feature with the minimum energy is selected for splitting in the
DT. The constant 𝛼 is directly proportional to chemical potential and 𝛽 is related to the
number of instances under consideration. Since the proposed measure is inspired, we
have only considered 𝛽 = 1

𝑁 The proposed measure is therefore given as:

𝐸𝑓 = 1
𝛽 log

𝑄𝑗
𝑀𝑗

(6.15)

where,

𝑄𝑗 = Σ(𝐿) (6.16)

and

𝑀𝑗 =
𝑄𝑗
∏
𝑘=1

𝐼𝑘 (6.17)

Here, 𝑄𝑗 in represents the total number of labels in the context of feature 𝑗. As degeneren-
cies are multiplicative, 𝑀𝑗 in Equation 6.17 represents product of instances belonging to
different labels/degenerate states. Alternately, Equation 6.15 can be also written as:

𝐸𝑓 = 1
𝛽 log

Σ(𝐿)
∏Σ(𝐿)

𝑘=1 𝐼𝑘
(6.18)

If there are distinct sub-features (𝑓 = {𝑠𝑓 1, 𝑠𝑓 2, ⋯ , 𝑠𝑓 𝑡 }) within a feature, each energy
levels of sub-features are computed and summed.

𝐸𝑓 = Σ𝑡𝑖=1𝐸𝑠𝑓 𝑖 (6.19)

Since we have considered quantum system [8], negative energy values are accepted, and
minimum energy is the greatest negative value.
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5 Results

This section is divided into three sub-sections: datasets, performance parameters and
results.

5.1 Datasets

We have considered four categorical datasets for the experiment. All the datasets are
public and consists at least 100 instances. In this work we have used K5 cross-validation
(80% training and 20% testing). The datasets are given as follows:

1. Zoo dataset [9] The dataset consisted of 101 instances, with 17 attributes, and seven
classes of animals such as amphibians, insects etc. One attribute animal name was
dropped,for better generalization.

2. Car evaluation dataset [10] The dataset consisted of 1728 instances, six attributes
and four classes of evaluation from unacceptable to very good.

3. Breast Cancer Wisconsin Data Set [11] The dataset consisted of 569 instances, 32
attributes and two classes: benign and malignant.

4. Hayes Roth dataset [12] The dataset consists 160 instances, five attributes and three
classes on categorization of human subjects.

5.2 Performance Parameters

1. Accuracy: It is defined as the percentage of correct predictions to the total number
of predictions.

2. Precision is the fraction of relevant instances among the retrieved instances

3. Recall in this context is also referred to as the true positive rate or sensitivity

4. Height: The height is defined as the longest path from the root node to the leaf in
a decision tree.

5.3 Performance

The accuracy, precision, recall, f1-score and height of the decision trees using proposed
statistical split measure, entropy and Gini-Index are provided in Tables 1, 2, 3, 4 and 5. It is
clearly seen that for accuracy, the proposed measure outperforms all other measures and
equal for Gini-index in Hayes-Roth dataset. The accuracy for zoo-dataset, Breast, Hayes-
Roth and Car evaluation dataset is 90%, 95%, 81%,and 77%, respectively. For precision,
the proposed measure is better than all (Table 2). The precision values for zoo-dataset,
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Breast, Hayes-Roth and Car evaluation dataset are 0.88, 0.98, 0.87,and 0.82, respectively.
For recall (Table 3), the proposed measure is better than or equal (IG and proposed mea-
sure recall values is same for Breast, Gini and proposed measure recall values are same
Hayes-Roth)to all contemporary metrics. The results of recall for zoo-dataset, Breast,
Hayes-Roth and Car evaluation dataset are 0.90, 0.96, 0.81 and 0.77, respectively. For F1-
score (Table 4) except Gini-index for Hayes-Roth dataset (0.81), the proposed measure
outperforms IG and Gini: 0.88 for zoo, 0.97 for Breast, 0.79 for Car evaluation. In Height
Table 5, proposed is equal to IG and Gini-index for Hayes-Roth (8) and Car Evaluation
(12). However, for zoo (6) and breast dataset (6), IG is better. The corresponding accu-
racy, precision, recall, f1-score and height table are provided in Figures 4, 5, 6, 7 and 8,
respectively.

Table 1: Accuracy (%) table.

Sl Datasets/Models Information Gain Gini-Index Proposed

01 Zoo dataset 85.00 50.00 90.00
02 Breast 95.68 83.45 95.68
03 Hayes-Roth 65.38 80.77 80.77
04 Car Evaluation 59.42 10.43 76.52

Table 2: Precision table.

Sl Datasets/Models Information Gain Gini-Index Proposed

01 Zoo dataset 0.8250 0.5333 0.8750
02 Breast 0.9779 0.9619 0.9779
03 Hayes-Roth 0.6538 0.8192 0.8678
04 Car Evaluation 0.5370 0.3115 0.8181

Table 3: Recall table.

Sl Datasets/Models Information Gain Gini-Index Proposed

01 Zoo dataset 0.8500 0.5000 0.9000
02 Breast 0.9568 0.8345 0.9568
03 Hayes-Roth 0.6538 0.8077 0.8077
04 Car Evaluation 0.5942 0.1043 0.7652
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Table 4: F1-score table.

Sl Datasets/Models Information Gain Gini-Index Proposed

01 Zoo dataset 0.8333 0.5100 0.8833
02 Breast 0.9672 0.8915 0.9672
03 Hayes-Roth 0.6407 0.8089 0.8057
04 Car Evaluation 0.5622 0.1563 0.7900

Table 5: Height table.

Sl Datasets/Models Information Gain Gini-Index Proposed

01 Zoo dataset 6 28 20
02 Breast 6 18 10
03 Hayes-Roth 8 8 8
04 Car Evaluation 12 12 12

Figure 4: Accuracy bar-chart for proposed, entropy, and Gini split cri-
teria using different datasets.
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Figure 5: Precision bar-chart for proposed, entropy, and Gini split cri-
teria using different datasets.

Figure 6: Recall bar-chart for proposed, entropy, and Gini split criteria
using different datasets.
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Figure 7: F1 score bar-chart for proposed, entropy, andGini split criteria
using different datasets.

Figure 8: Decision tree height for proposed, entropy, and Gini split cri-
teria using different datasets.
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6 Discussion

In this paper, we have provided a novel split criteria based on statistical mechanics. The
model considers dataset as closed system, instances as particles, attributes as energy
levels and degenerate states as classes. The model computes energy levels of different
attributes for the most plausible distribution of instances in the dataset. The model as-
sumes the best feature as the one with the minimum energy in equilibrium state. Once
all energy levels are computed the feature with minimum value is considered the best
attribute for split. In the future works, it is proposed to apply in different applications
such as page ranking [13], communication theory [3], , analysing epidemic datasets i.e.,
COVID-19 [14], image text classification [15], biomedical applications [16] [17], pricemon-
itoring [18], sentiment classification [19], text comparison [20] etc.

7 Conclusion

The paper presented a novel split criteria for decision trees for selecting the best attribute
for splitting. The split criteria is derived from statistical mechanics. It is based on the
idea of the second law of thermodynamics which states that at equilibrium the internal
energy will decrease and approach a minimum value. This energy level is equal to the
log of ratio of sum of classes and product of number of instances belonging to these
classes. The proposed split criteria provides better performance with respect to accuracy,
precision, recall and f1-score for different datasets. In the future, it is proposed to apply
the criteria for classification in numerical datasets and regression.
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