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The goal of this study is to create and carry out a self-healing cloud system by combining
an event-driven automation framework depending on the if-this-then-that principle for
managing incidents and recovery. A recovery engine with Artificial Intelligence (AI)-based
decision-making approaches is presented—which chooses the best remedial actions from a
pre-established catalogue in order to maximise system reliability and minimise downtime.
The system is tested on an OpenStack-based video on demand service—where multiple
issues are replicated in order to assess the efficaciousness of various recovery actions and
workflows. The decision-making module of the recovery engine examines data from these
experiments to determine the most effective remedial actions, taking into account their
impact on the quality of service and other factors. The recovery engine is only meant to
need human input when it comes to parameterizing and optimising decision models at
particular points in time. In order to show how these AI-driven decision-making techniques
can enhance mean time to repair and overall service quality in cloud environments—the
study presents and assesses their results. This novel strategy represents a change towards
cloud systems that are more sturdy autonomous, and able to effectively manage anomalies
and recover from failure.
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1 Introduction  

Using an OpenStack video streaming service as the testbed—this study examines the creation and 
application of an event-driven automation system coupled with a decision-making mechanism at the 
community cloud. The execution and decision-making components of the system's design are the main 
emphasis of the research. This study is driven by the quickly changing demands on cloud systems, 
which are becoming more difficult to manually operate because of the number of users and complexity 
of duties involved. In the past, system dependability and Service Level Agreements (SLAs) were the 
responsibilities of IT operations. But given the size of modern cloud operations, this is a challenging 
task. Because of this change, cloud service providers are now using automation to handle processes like 
orchestration, scaling, and service provisioning. The objective is to meet Service Level Agreements 
(SLAs), improve customer satisfaction, and lessen the need for ongoing human supervision, which is 
often ineffective and prone to mistakes.  
 
Therefore, this study presents a system in which the experiment controller interacts with Stackstorm 
and OpenStack to manage self-recovery operations while simulating anomalies. In order to maximise 
recovery actions, this system creates Artificial Intelligence (AI)  [1–8] based decision models and logs 
results. The careful selection of automated remedial procedures is necessary to preserve the overall 
stability and performance of the system, emphasising the critical balance that must be maintained 
between automation and system integrity. Putting in place an event-driven automation system and a 
decision-making process that chooses the best recovery sequence with the least amount of overhead 
and disturbance is the major goal. The decision-making system assesses several recovery workflows 
according to success rate, Mean Time To Repair (MTTR), and Quality of Service (QoS). With this 
method, the system is able to determine which recovery workflow is most suitable for executing 
according to the particular circumstances. The study delves deeper into the process of making the 
decision models further applicable. It studies approaches where human interaction is minimised and 
takes into account instances where human specialists can parameterize and prioritise decision inputs. 
Because of its dual approach, the system is strong and flexible in addressing a variety of operational 
conditions and anomalous circumstances. This study advances the domains of automated systems 
management and cloud computing by highlighting how integrated decision-making frameworks might 
improve the effectiveness and responsiveness of cloud services. The study presents a model for future 
advancements in cloud system administration, where automation and wise decision-making are 
essential for preserving system health and assuring service continuity. This model is carefully designed 
and implemented. 
 
The study is as follows; similar papers are shown in the following section. The system's implementation 
is described in Section 3. The experimental analysis is carried out in Section 4. The outcome analysis is 
given in Section 5, and we wrap up the investigation with some conclusions and ideas for future work in 
Section 6. 

2 Related Works 

[23] The rapidly developing subject of AI for IT operations, or AIOps, combines AI and Machine 
Learning (ML) with IT operations to optimise and automate key processes related to resource 
management. [22] An increasing number of Cloud Service Providers (CSPs) and tech giants such as 
Microsoft and Baidu are leading the charge in developing comprehensive AIOps solutions—as cloud 
computing continues to dominate the IT landscape. With its Azure-based AIOps solution, Microsoft  
has developed a complete strategy that addresses all four essential areas—execution, analysis, decision-
making, and monitoring. With minimal downtime and better system response, our all-encompassing 
approach guarantees a smooth and continuous IT operation flow. Likewise, the features that 
Baidu'sAIOps solution concentrates on include anomaly detection, traffic planning, forecasting 
patterns, and root cause analysis. Additional frameworks and techniques created to improve fault 
tolerance in cloud systems are explored in the literature. Fault-tolerance techniques are thoroughly 
reviewed by [9] who emphasise that cloud systems must be able to adapt and learn from errors. 
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Reactive, proactive, and resilient fault detection and recovery techniques are the three categories into 
which their research divides methods. Reactive techniques, such as restarting the system, are often 
used; however, the most important way to improve fault tolerance is through resilient techniques that 
anticipate errors and communicate with the cloud system in an intelligent manner. [10] who were 
among the first to recognise the significance of self-diagnosis and self-healing in cloud systems. [11] has 
made several significant contributions to the subject—their suggested hybrid tool efficiently manages 
and recovers from system anomalies by combining multivariate decision-making with the Naive Bayes 
classifier. In the study on the effects of virtualization in cloud systems, [12] highlighted how important 
it is for facilitating efficient load balancing. To assure data availability and integrity, their research uses 
data replication strategies. [13] added to the AIOps landscape with the proposal of a self-healing 
framework that dynamically assesses cloud service performance and creates recovery plans 
accordingly. In order to minimise interruption, this preventive approach focuses on implementing 
recovery plans right away or preserving them for later use. A self-healing framework that dynamically 
assesses cloud service performance and creates recovery plans in accordance with the findings of [14] 
further improved the AIOps landscape. Using recovery plans either immediately or by storing them for 
later use is the main goal of this preventive strategy to guarantee the least amount of disturbance. [15] 
presented a framework designed specifically for cloud-based web applications. With the use of this 
framework, users should be able to identify workload and performance anomalies and report them to 
CSPs so that appropriate modifications can be made. The contributions to AIOps from academia and 
industry are numerous and diverse. For instance, [16] proposed an autonomic cloud resource 
management technique—places a strong emphasis on reliable and reasonably priced cloud services. By 
identifying defects and implementing the necessary corrective measures, it prioritises self-healing. It 
also continuously assesses service quality in accordance with predetermined SLA parameters. 
Additionally, AIOps' practical use is demonstrated by solutions like Kubernetes and Winston from 
Netflix. Winston is an automation platform that operates based on events and allows for automated 
issue diagnosis and correction. The container self-healing feature is leveraged by Kubernetes, which is 
well-known for managing clusters of containers, to preserve system health without compromising the 
overall state. 

3 Pre-Experimental Analysis 

The main goal of this study is to use OpenStac to integrate an advanced decision-making framework 
into an event-driven automation system as shown in Figure 1. The main emphasis is on the decision-
making and execution components of the system architecture, specifically focusing on the regions. 
Figure 2 shows the experiment controller—responsible for organising the experimental setup, 
controlling events related to the system state, keeping track of recovery actions, and serving as the 
central component of the recovery engine. This engine generates and runs AI-based decision models, 
logs results, simulates anomalies, and determines how effective these actions were in the end. The 
recovery engine operates under the presumption that it is informed accurately about the state of the 
system—whether it is normal or abnormal—and that it is mindful of any anomalies that may be 
occurring. The self-healing pipeline's data evaluation and tracking sections are the source of this 
information. The deployment of Virtual Network Functions (VNFs) and edge services on OpenStack is 
not covered in the study—but it is stated to provide context for the kinds of services that could be 
implemented on the cloud infrastructure. The idea of closed loop automation, which is essential to the 
automation of cloud services, orchestration, and IT operations, is covered in great detail throughout the 
study. From fundamental case-specific automation scripts to all-inclusive technologies that automate 
several software delivery lifecycle stages, this idea has developed over time. One cycle of monitoring, 
analysing, and planning responses to operational warnings is what defines closed-loop automation. By 
reducing the requirement for human involvement, this cycle improves process efficiency and lowers 
mistake rates. A closed-loop solution in this networking setting combines orchestration, analysis, and 
monitoring to produce a smooth operational flow. Operational warnings are gathered and monitored 
by the system, which then analyses them to classify or retrieve pertinent data. Based on the analysis, 
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the system determines the best course of action for auto-remediation or self-recovery and implements 
the recovery plan.  

 

Figure 1. Project scope 

 

Figure 2. Component flow diagram 

Now being modified for network and cloud-based contexts—this concept is consistent with past uses of 
closed-loop control systems in a variety of engineering disciplines. The study also examines multi-
criteria decision making, also known as Multi-Criteria Decision Analysis, or Multi-Criteria Decision 
Making (MCDA/MCDM)—which is a technique for choosing the optimal recovery workflow from a 
range of options. System statistics, past performance information, or values that have been assigned by 
hand could be some examples of these criteria [17–23]. Many MCDM models, such as the Weighted 
Sum Model (WSM), TOPSIS, and an entropy-weighted model, are used in the system's decision-making 
process. By multiplying scores corresponding to several criteria by their associated weights, the WSM 
technique uses an easy additive weighting scheme. Furthermore, to minimise subjective bias in 
decision-making, the entropy-weighted model—which has its roots in information theory—is utilised to 
objectively determine criterion weights. This approach is especially helpful in situations where 
decision-makers cannot agree on how to weigh the criteria. The study contributes to the theoretical 
knowledge of automated system recovery and offers practical insights into its use in a real-world cloud 
context by putting these decision-making frameworks into practice. The ultimate objective is to create a 
self-healing pipeline that provides increased agility and speed, easier troubleshooting, fewer human 
errors, less downtime for services, and a shift in emphasis towards system optimisation. The 
examination and assessment of these approaches highlight the possibilities and efficacy of 
incorporating automation and advanced decision-making technology into modern IT operations. 

Rajeev Kumar Arora1, Anoop Kumar2, Arpita Soni3, Aniruddh Tiwari4

296



4 Post-Experimental Analysis 

This study's experimental configuration makes use of an OpenStack testbed that is providing a video-
on-demand service—along with Stackstorm—an event-driven automation system built on the if-this-
then-that principle. This all-inclusive framework manages and assesses the system's reaction to 
operational anomalies by integrating multiple components—including an experiment controller and a 
decision controller. A diverse range of equipment and technologies are utilised to establish a resilient 
testing setting. With the help of integration modules like Ansible 0.5.2 and Openstack 0.7.2, which 
enable automated workflows and infrastructure management, Stackstorm version 2.10.4 operates on 
Python. To provide isolation and expansion, the system also uses Docker to set up services in 
containers. [22] Data processing and analysis tasks that are essential for decision-making processes are 
supported by essential Python libraries like Numpy, Pandas, and Scikit-learn. The video streaming 
service is designed with video servers running NGINX-RTMP to manage real-time media streaming—
an NGINX-based load balancer to disperse incoming traffic, and client simulations that produce Real-
Time Messaging Protocol (RTMP) streams to put the video servers under stress. The system's fault 
tolerance and scalability are evaluated under settings that closely resemble heavy traffic in the real 
world. The automation of this experimental setup relies heavily on Stackstorm. Set up inside a Docker 
container, it coordinates the workflow by invoking operations according to predefined rules that are 
described in Yet Another Markup Language (YAML) and activated via Hypertext Transfer Protocol 
(HTTP) webhooks. Across the cloud infrastructure, these rules enable real-time response and recovery 
activities. In order to test the system's resilience, a variety of abnormalities, including CPU strain and 
memory leaks, are simulated during the experimental procedure. These abnormalities trigger recovery 
actions, such as server reboots, service restarts, and dynamic changes like server scaling. The efficacy of 
these actions in preserving and restoring the operational integrity of the system is carefully recorded 
and examined. The impact of these recovery actions is measured by the calculation of QoS indicators. 
Through the monitoring of performance metrics like bytes per second and the quantity of open 
streams, the resilience of the system to unfavourable circumstances is evaluated. This assessment aids 
in improving fault tolerance and service availability by optimising recovery procedures. In order to 
assess and enhance system resilience, this study uses modern automation and monitoring approaches 
to provide a thorough analysis of cloud-based video services under pressure. The intelligent usage of 
OpenStack and Docker in conjunction of Stackstorm for real-time automation represents a progressive 
method for overseeing and streamlining cloud operations. This study highlights the potential of 
automated systems in improving cloud service efficiency and accuracy, and it provides important 
insights into the deployment of AI-driven operational methods in cloud environments. 

5 Result Analysis 

Applying AI-based decision-making models to the problem of selecting and carrying out self-recovery 
activities or auto-remediation processes in response to system anomalies is the goal of this research. 
The experimental controller is the core component of this study. It controls events related to the system 
state, maintains a catalogue of recovery actions, and serves as the primary engine for recovery. The 
controller can create AI-based decision models, log results, simulate anomalies, run corrective actions, 
and assess outcomes with this configuration. In order to choose the best recovery activities, the 
decision-making process is based on the analysis of the input data and the use of complex approaches. 
Nine test scenarios were looked at during the study—and AI modelling approaches were used to 
identify the best recovery strategies. These experiments' results shed light on the effects and 
operational effectiveness of various recovery workflows. The "Stop VM" anomaly was simulated in the 
trials against six different recovery methods, and the outcomes showed varying effects on the overall 
system performance as well as the QoS. For example, as anticipated, the soft reboot recovery strategy 
was ineffective since a soft reboot cannot be started on a stopped virtual machine as shown in Figure 
3—which would negatively affect QoS. The hard reboot and virtual machine migration processes as 
shown in Figure 4, on the other hand, proved effective and had a favourable effect on QoS—indicating 
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that these recovery measures are effective under the evaluated settings. This study highlights the value 
of automation in modern IT operations by extensively utilising closed loop automation principles to 
inform system design. This strategy improves system efficiency by reducing the requirement for human 
intervention and increasing recovery process speed and reliability as shown in Figure 5-8. Apart from 
periodic modifications to AI-based models for optimisation, the closed-loop system gathers and 
evaluates operational alerts, determines appropriate responds, and carries out recovery plans without 
human input.  

 

Figure 3. Outcome of a soft reboot 

 

Figure 4. Outcome of a hard reboot 

 

Figure 5. Outcome of a resize 

 

Figure 6. Outcome of a restart service 
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Figure 7. Outcome of a scale up 

 

Figure 8. Outcome of a migrate 

The study also examined MCDM strategies to enhance the decision-making process. Models like the 
WSM as shown in Figure 9 and Technique for Order Preference by Similarity to Ideal Solution 
(TOPSIS) as shown in Figure 10 were used in this. Based on several factors, such as MTTR, influence 
on QoS, and success likelihood, these models assisted with evaluating the possible recovery pathways. 
A methodical approach for choosing recovery procedures was made possible by the implementation of 
these decision-making frameworks. In particular, the WSM and TOPSIS models were helpful in 
evaluating the combined outcomes of the test scenarios since they provide a methodical framework for 
contrasting the effectiveness of every recovery strategy. The models took into account a number of 
variables, including the amount of time needed to complete recovery operations, the QoS before and 
after the workflow, and the error rate during recovery. The use of AI-based models, like TOPSIS and 
WSM, has highlighted how crucial it is to have strong, data-driven frameworks for cloud system 
decision-making. By weighing the pros and cons of various recovery approaches, these models help 
determine which course of action is best for reducing anomalies and boosting system resilience.The 
way that this study shows how integrated AI-driven decision-making frameworks can enhance the 
automation and self-recovery capabilities of cloud services makes a substantial contribution to the field 
of cloud computing. The study employs rigorous testing and analysis to demonstrate how advanced 
decision-making strategies can improve operational efficiency and dependability in cloud systems. 

 

Figure 9. Outcome of a WSM 
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Figure 10. Outcome of a TOPSIS 

6 Conclusion and Future Directions 

Using Stackstorm and OpenStack, this study investigates the creation and application of a self-healing 
recovery engine coupled with an event-driven automation system. Based on the if-this-then-that 
premise, Stackstorm, operating within a Docker container, coordinates recovery operations for a video-
on-demand service. These REST call and webhook-triggered procedures are intended to handle 
irregularities in the service environment. During the experimental phase, six recovery workflows were 
put into place and three distinct types of anomalies were injected into the system to simulate test 
scenarios. In order to provide quantifiable indicators of workflow effectiveness, these situations were 
analysed using metrics such as MTTR, success potential, and the influence on QoS. During the last 
stage, recovery tactics were optimised using AI-based decision-making techniques such as TOPSIS, and 
WSM. To lessen human bias, these techniques made use of weight vectors derived from presumptive 
expert knowledge and an entropy-based computation. Multi-criteria analysis was used to evaluate the 
recovery outcomes in order to determine the success of the decision-making process. This innovative 
method demonstrated how automation and AI may improve the reliability and efficacy of cloud 
services. 
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